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OVERVIEW

Decision-makers in humanitarian crises need information to guide them in making critical decisions. Finding information in such environments is a challenging task. Therefore, decision-makers rely on domain experts who
possess experience and knowledge from previous humanitarian crises to provide them with the information they need. We explore the ability of the existing computing technologies to augment the capabilities of those experts
and help decision-makers to make faster and better decisions. We train a word embedding model using word2vec, transform words and terms from news archive to entities in domain ontology, annotate those entities with their
equivalent concepts from upper ontologies, and reason about them using semantic similarity and semantic matching, to represent and retrieve knowledge, and answer questions of interest to decision-makers. The approach was
evaluated by comparing the use of word embeddings with and without semantic classification for the retrieval of information about the current humanitarian crisis in Syria.
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% Slow response: a reliance on ad-hoc data collection usually consumes
a lot of time in searching for reliable sources, extracting and analysing
data, and providing answers.

“ High cost: also it is expensive to hire domain experts to reason about
collected data in every crisis. The cost of hiring and retaining such
experts is expensive in comparison to intelligent computing models,
which can augment decision-making.
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Low quality: the urgent nature of such requests does not provide data

collectors enough time for quality assurance. Domain experts are

force_d to find relevant data in the shortest possible time, and sacrifice Texts

quality in favour of speed.
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’ N KNOWLEDGE REPRESENTATION MODEL
% The knowledge representation module, in which we extract terms

from a text corpus, semantically annotate them using upper

ontologies, locally store them in a Domain Ontology (DO_ONT),

embed the terms in a vector space using word2vec (W2V), and then

merge the results into a semantically classified word embedding

model (SC-WE). Knowledge representation entails the following

processes:

= Extracting concepts and classes (from DO_ONT) and vectors (from
W2V).

= Storing concepts (from DO_ONT) and terms (from W2V) as
entities (in SC-WE).

= Annotating classes (from DO_ONT) and aligning vectors (from
W2V) to entities (in SC-WE).
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The knowledge retrieval module uses classes and vectors to retrieve
entities from SCWE. In this module, end-users enter keywords (e.g.
“provide medical assistance to affected population”) and the class of
results they are looking for (e.g. organisation). This module performs
the following processes: Marching .
* Measuring the similarities between keywords (from user query)

and entities (in SC-WE) using cosine distance between keywords
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THE RESULTS

We present a technique that uses word embeddings and semantic web

and entities.
* Matching the semantics of classes (from user query) with classes Query
of similar entities (SE).
technologies to build a semantically classified word embedding model.
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